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Seventh Semester B.E. Degree Exarnination, Dec.2023lJan.2024
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Advanced Machine Learning
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Explain the steps for building ryqgliine learning models. (10 Marks)

Explain Ridge Regression, LABSO Regression and ElastiC'Net Regression. (10 Marks)

'tt'tt:t" '' 
' 

OR
2 a. Briefly explain Auto-Regressive (AR) models wi.th.r-espect to forecasting. (10 Marks)

b. Discuss how Dicky-Faller Test and differencini"jhelps to find out if a time series is
stationary in ARIMA"model. (10 Marks)

Module-2
I 

*

3 a. Show that*how evaluation problem and learning problem issues are addressed by Hidden
(10 Marks)Markov Model.

b. For the giVen set of points, app$1tk clusters using 4gg.lomerative algorithm ciustering :

averag6"iink, use Euclidian distiuffb and draw final cluster formed.

Time: 3 hrs. Max. Marks: 100

Note: Answer any FIVE full questions, choosihg ONE full question fram"eacl, module.

(10 Marks)

Data obiect
Sample Points

x1 2 6

x2 3 4

x3 3 8

x4 4 2

X5 6 2

x6 6 4
-'t'

Note : Randomly select 2 medoids cluster centers.' Iof2

oR'
a. .'E.lplain the steps involved in K means cliistering algorithm along with its advantages anci

disadvantages. (lo Marks)

b.'','.Using K-MedoidS$lgorithm solve the problem for the following dataset of 6 objeots as

shown in the tabldrbelow into clusters, for K = 2.

Data obie&l].:
Points A' B

P1 ,,,,,,,,,1 ' 1

P2 1'.5 1.5

P3, 5 5

P4 J 4
?5 4 4
P6 aJ ?s

(10 Marks)
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i)iscuss.association rule mining and explain hou, eaih rule is measured .arith a set of tnetrics.

,.", " ... " {10 Marks)
With an example, explain the steps involved in user-based similarity algorithm. (10 Marks)b.
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Explain Count Vector Model helps to r4,,.9nli8, the importance

Build a classification model using the-TF-IDF vectors and
.,::!.-.1,:,: ,t;. ,'i) Creaie the confusion matrix ,''"t u

iil Find out the precision ancl recall for positive sentiment cases.

applied?
Briefly,explain the following wllfugospect to back propa$&tion :

i) Representational Power of Feedforward Networks '

ii) Generalization, Overfittingtnd Stopping Criteiifh "

c. Describe prototlpical gen$ic algorithm with an.dlbmple.

of woi'i:ls in a BoW model.
(10 Marks)

,jii ,,,' 'i' Module'4
With a neat diagram -expP&.io types of neural netwglffi$relritecture. (07 Marks)
\Vith a diagram briefl"y'?xplain different types of learning process invoived in the neural
network. (06 h{arks)
Solve ANDNOT function using McCulloch-Pitts neuron. ior nr*.uri

OR
What are the appropriate types of problems in which artificial neural networks can be

(10 1!Iarks)

(06 Nlarks)

i,i;.,i!r,, (09 Marks)
i',',: (06 Marks)

(10 Marks)
other function

(10 Marks)

Module-S
g a. Explain central limit rtheorem *itnffitii general approach for deriving confidence

intervals. _... . (10 Marks)
b. Briefly explairi'the two technique$ftuifed in Comparing'learning algorithms. (10 Marks)

:.
OR

10 a. Explain the distance-rveighted rjearest neighbor algorithrn.
b" Briefly- explain how reil'forcement leaming problem differs from

approximation tasks.
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